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Figure 1. SewingLDM can generate complex sewing pattern designs under the condition of texts, garment sketches, and body shapes,
demonstrating detailed control ability. The generated garments can be seamlessly integrated into the CG pipeline for simulation and
animation, achieving vivid and photo-realistic rendering results.

Abstract

Generating sewing patterns in garment design is receiv-
ing increasing attention due to its CG-friendly and flexible-
editing nature. Previous sewing pattern generation methods
have been able to produce exquisite clothing, but struggle to
design complex garments with detailed control. To address
these issues, we propose SewingLDM, a multi-modal gen-
erative model that generates sewing patterns controlled by
text prompts, body shapes, and garment sketches. Initially,
we extend the original vector of sewing patterns into a more
comprehensive representation to cover more intricate de-
tails and then compress them into a compact latent space.
To learn the sewing pattern distribution in the latent space,
we design a two-step training strategy to inject the multi-
modal conditions, i.e., body shapes, text prompts, and gar-
ment sketches, into a diffusion model, ensuring the gener-
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ated garments are body-suited and detail-controlled. Com-
prehensive qualitative and quantitative experiments show
the effectiveness of our proposed method, significantly sur-
passing previous approaches in terms of complex garment
design and various body adaptability. Our project page:
https://shengqiliu1.github.io/SewingLDM.

1. Introduction

Clothes play a pivotal role in shaping human aesthetics
and physique, where appropriate clothes can beautify their
overall appearance and highlight human physical attributes.
Therefore, garment design has always been a crucial com-
ponent that significantly impacts both digital character cre-
ation and real-life human visual presentation. In recent
years, many garment generation methods [4, 9, 20, 25–
27, 29, 33, 37, 42, 43, 52, 53, 61, 71] have emerged to gen-
erate desired garments for users through various conditions.
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Typically, garment generation can be classified into 2D
and 3D methods. The 2D generation methods [4, 25, 42, 43]
can produce visually appealing results but cannot maintain
consistency across different views, failing to drape on hu-
man bodies. Therefore, many recent works are focusing
on 3D cloth generation [29, 52]. Although these meth-
ods can generate high-quality mesh or neural field, they
pose the challenge of clipping between clothes and bodies
when draping clothes onto the human body, and they are
incompatible with the digital garment production pipeline.
Meanwhile, the sewing pattern is a more widely used rep-
resentation for garments in the industry because it facili-
tates both physical simulation and animation in CG-friendly
fashions [3, 7]. Current methods for sewing pattern gen-
eration [20, 26, 33] achieve fantastic garments generation
but fall short in designing complex features, such as gath-
ers and darts. Besides, these methods typically ignore hu-
man body shapes, preventing the creation of the made-
to-measure garment. Apart from learning-based methods,
parametric garment design tool [27] allows users to model
complex garments and considers their relations with human
body shapes. Nonetheless, this tool requires pre-defined
templates and a delicate selection of control parameters,
which require professional knowledge of garment designs,
limiting its widespread promotion. In summary, there are
two main challenges in suitable sewing pattern generation:
1) Designing a more general representation for complex de-
signs of sewing patterns, and 2) Enabling control over gar-
ment details and ensuring the garments are body-suited.

To address these issues, we design a novel architecture
named SewingLDM for generating complex sewing pat-
terns under the control of texts, body shapes, and garment
sketches. To represent complex designs of sewing patterns,
we especially design an extended representation to encom-
pass intricate types of edges and attachments of garments,
enabling more general and complex garment learning. Sub-
sequently, we train an auto-encoder model to compress the
representation into a compact latent space for easier training
while maintaining high reconstruction quality. To achieve
multi-modal controlled and body-aware sewing pattern gen-
eration, we design a two-step training strategy to introduce
the control signals into the latent diffusion model. In the
first step, we train the diffusion model under the condi-
tion of texts, serving as a coarse fundamental model for
additional control signal injection. In the second step, we
further embed the knowledge of sketches and body shapes
into the diffusion model by fusing the features after the first
block and fine-tuning the output layers within the attention
module, providing additional control of garment details and
ensuring the generated garments fit various body shapes.
Based on the proposed framework, SewingLDM can gener-
ate complex garments that fit various body shapes and align
with user-provided text descriptions or garment sketches.

Our generated sewing patterns can be seamlessly inte-
grated into subsequent CG pipelines, facilitating editing and
animation processes. After simulation, the garment mesh
can be combined with current texture generation meth-
ods [36, 63, 66, 69] or handcrafted texture to generate col-
ored garments, as shown in Fig. 1, demonstrating our fan-
tastic generation ability. Comprehensive qualitative and
quantitative experiments show the superiority of our pro-
posed method in terms of complex garment design and var-
ious body adaptability compared with previous methods. To
summarize, our main contributions include:
• We design a novel architecture, dubbed SewingLDM,

for sewing pattern generation conditioned by texts, body
shapes, and garment sketches, enabling precisely con-
trolled and body-suited garment generation.

• We design an extended representation to cover complex
sewing patterns and compress it into a compact latent
space for easier training of the generation model.

• We design a two-step training strategy to better inject the
multi-modal control signals into a diffusion model, yield-
ing superior generation performance and controllability.

2. Related Work
Multimodal-guided 3D Generation. The advancements
in large models [1, 49, 51] have encouraged the emergence
of recent 3D generation models [11, 21, 23, 34, 41, 57,
68], entering a new era of 3D generation. Some mod-
els [8, 37, 40, 47, 55, 65] focus on generating implicit neu-
ral radiance fields corresponding to the text description,
whereas others [11, 56] extend their ability to generating
3D meshes with BRDF materials. Especially, some mod-
els [29, 37, 52, 53] dive into human clothes generation. Gar-
ment3DGen [52] can generate textured 3D mesh from im-
ages or text conditions by adjusting template meshes. Gar-
mentDreamer [29] utilizes 3D Gaussian Splatting (GS) [24]
as guidance to create 3D garment meshes from textual
prompts. WordRobe [53] leverages unsigned distance field
(UDF) [18] to represent 3D garments and generate 3D gar-
ment meshes under text guidance. GarVerseLOD [37] pro-
poses a hierarchical framework to recover different levels
of garment details through single images. Although these
methods can generate visual-appealing garment meshes,
their compatibility with CG pipelines remains a challenge,
hindering seamless integration into modern industry work-
flows. In contrast, our method aims at sewing pattern gen-
eration, facilitating utilization in CG processes and daily
clothing factories.
3D Sewing Pattern Modeling. Existing fashion CAD
software tools, such as Clo3D [14] and Marvelous De-
signer [15], allow users to edit sewing patterns and simulate
desired cloth outcomes. While these methods integrate the
most advanced garment design, they heavily rely on artists
to manually draw and adjust the shapes of sewing patterns,
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Figure 2. Sewing pattern. Sewing patterns are CAD representations of garments, containing 2D shapes and 3D placement of cloth. They
consist of panels, and panels consist of edges joined from beginning to end. Between panels or inner panels, stitches are used to connect
edges to form clothes. For each edge, different kinds of lines are utilized to conform to body contours. Additionally, complex sewing
patterns need additional attachment constraints during simulation for certain edges, which is highlighted in red in the attachment types
region. Besides, for the stitch between panels and inner panels, a reversal stitch flag is sometimes needed to reverse the stitch direction.

requiring a substantial of professional manual processing.
Consequently, ongoing studies are focusing on automating
the adjustment of sewing patterns [6, 16, 32, 38, 46, 58, 60],
reconstructing sewing patterns [5, 12, 19, 22, 26, 33, 62],
and assisting with complex garment design [13, 17, 30, 31,
59]. Recent studies [20, 26, 27, 33] on sewing patterns
start to focus on autonomously generating diverse sewing
patterns through different conditions rather than merely ad-
justing or producing a single garment. One of the recent
SOTA methods, DressCode [20], first generates garments
through natural language and yields visual-appealing ap-
pearances. However, the capability of DressCode is limited
in modeling complex sewing patterns, and furthermore, it
does not consider the relation between garments and body
shapes, difficult to drape on various bodies. Another typi-
cal work, parametric sewing pattern [27], can control com-
plex sewing patterns, while it requires predefined templates
and a delicate selection of different control scale values,
which is not user-friendly. Different from these methods,
our SewingLDM not only has the ability to represent com-
plex sewing patterns, but can also generate sewing patterns
based on multi-modal intuitive conditions, i.e., natural lan-
guage, garment sketches, and body shape. These capabil-
ities enable easily creating tailored garments that conform
precisely to individual body shapes.

3. Method
To generate garments suited for various humans, we intro-
duce SewingLDM, a latent-based diffusion model, to cre-
ate complex 3D sewing patterns, conditioned by personal-
ized body shapes, text prompts, and garment sketches. We
first review the original sewing pattern representation [26]
(Sec. 3.1) and then we improve it with special designs to
cover complex sewing patterns (Sec. 3.2), as illustrated
in Fig. 2. Subsequently, we compress the sewing pattern
representation into a compact latent space for easier train-

ing of the generation model and reducing computational re-
sources in Fig. 3 (Sec. 3.3). Finally, we train a latent dif-
fusion model under multi-modal conditions through a two-
stage training strategy, as illustrated in Fig. 4 (Sec. 3.4).
Based on the proposed framework, SewingLDM can gen-
erate complex garments based on the body shape and align
with the user-provided text description or garment sketches.

3.1. Preliminaries on Sewing Pattern
Sewing patterns are CAD representations of garments, rep-
resenting 2D shapes and 3D placement of cloth, as shown
in Fig. 2. Neuraltailor [26] first transfers sewing patterns
into vector representations as inputs of the neural network.
The sewing pattern contains Np panels {Pi}

Np

i=1, with each
panel Pi including Ni edges {Ei,j}Ni

j=1. For each edge Ei,j ,
a vector {Vi,j}Ni

j=1 ∈ R2 is utilized to represent the direc-
tion from its starting to ending point. In Neuraltailor [26],
sewing patterns only have two kinds of edges, i.e., straight
lines and quadratic lines. Quadratic lines use two additional
parameters Ci,j = (cx, cy) representing the control point
of the Bezier curve. Rotation Ri ∈ SO(3) and translation
Ti ∈ R3 are utilized to represent the 3D placement of each
panel Pi. Moreover, to depict the stitching connecting each
inner or outer panel edge, it incorporates per-edge stitch
tags {Si,j ∈ R3}Ni

j=1 and stitch masks {Mi,j ∈ {0, 1}}Ni
j=1.

The stitch tag Si,j is determined by the 3D position of the
corresponding edge, which utilizes the Euclidean distance
between edges as a measure of stitch similarity. The stitch
mask Mi,j is a binary flag to indicate whether there are
stitches on the edge.

3.2. Extended Representation for Sewing Pattern
For more complex garment designs, the modern industry
will use special designs to make garments more fashion-
able, as illustrated in Fig. 2. Original sewing pattern rep-
resentation in [26] can not cover complex garments with
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Figure 3. Sewing pattern compression. We compress the sewing
pattern representations into a bound and compact latent space.

more kinds of curve lines, i.e., cubic and circle lines, and
additional attachment constraints in collars and waistbands
to prevent cloth sliding from human bodies for certain gar-
ments, e.g., strapless tops, and loose pants. Moreover, the
stitches may intersect for some edge pairs, causing errors
during simulation. To precisely represent complex clothes,
we extend each edge feature to high dimensions to cover
complex patterns. Then we preprocess them into a uniform
tensor shape to feed into the neural network.
Representation. For each edge Ei,j , we append origin
control parameters Ci,j with cubic line control parameters
Cb

i,j ∈ R4, representing two control points, and circle line
control parameters Cr

i,j ∈ R3, which represents the radius
r and the rotation angle, to cover more kinds of curve lines.
Further, we use two binary flags {Et

i,j,k ∈ {0, 1}}2k=1 to
denote these 4 different edge types. Moreover, 3 specific
binary flags {Ai,j,k ∈ {0, 1}}3k=1 are included to indicate
the attachment type for certain edges, such as those asso-
ciated with the collar and waistband, to prevent garments
from sliding during simulation. We add one binary flag to
Mi,j as the new stitch mask {M ′

i,j,k ∈ {0, 1}}2k=1 to ad-
ditionally denote whether the stitch direction needs to be
reversed to prevent stitch intersections.
Preprocessing. Before input to the neural networks, the
vector representation needs to be the same size for all data
during training. For each edge Ei,j , we concatenate all ex-
tended parameters and append with rotation Ri and transla-
tion Ti of panel Pi to form the high dimensional edge fea-
ture Ef

i,j . Furthermore, we design a binary flag {Em
i,j ∈

{0, 1}}Ni
j=1 to denote the existence of each edge. All fea-

tures are concatenated to form a 29-dimensional vector for
each edge feature Ef

i,j , represented as follows:

Ef
i,j = Vi,j ⊕ Ci,j ⊕ Cb

i,j ⊕ Cr
i,j ⊕ Si,j ⊕Ri

⊕ Ti ⊕ Et
i,j ⊕ Em

i,j ⊕Ai,j ⊕M
′

i,j ,
(1)

where i is in the range of [1,max(Np)], j is in the range of
[1,max(Ni)].

Then, all edge features {Ef
i,j}

Ni
j=1 are concatenated and

padded with 0 to max edge number to get the representation
of panels. Further, we concatenate all panels and pad with 0
to max panel number to get the representation of sewing pat-

tern F , in the shape of (max(Np)×max(Ni), 29). Before
input to the neural network, all continuous values are stan-
dardized, and all binary flags are transformed into {−1, 1}.

3.3. Compact Latent for Sewing Pattern
The vector representation F inevitably incorporates redun-
dant information as the panel and edge numbers increase,
preventing generation models from learning the distribu-
tion of F . As indicated by the recent compression meth-
ods [39, 64, 70], it is necessary to compress F into a com-
pact latent space and maintain the reconstruction quality.
Following this idea, we train an auto-encoder to compress
and quantize the F into a latent space where each dimension
is bounded within the range [−1, 1], as illustrated in Fig. 3.
The sewing pattern representation F is encoded to z by the
encoder E and quantized to ẑ in the constrained latent space,
subsequently reconstructed by the decoder D. The process
can be represented as:

z = E(Fgt), ẑ =
round(n× tanh(z))

n
, Frec = D(ẑ),

(2)
where n is an integer used to modify the spacing between
each ẑ in the latent space.

For training the encoder E and decoder D, we combine
the loss in previous works [26, 39] with additional binary
cross-entropy loss LBCE to constrain the newly incorpo-
rated binary flags:

Ltotal = λ1Lrec + λ2Lpanel + λ3Lstitch + λ4LBCE, (3)

where λ1, λ2, λ3, λ4 are hyperparameters to balance each
loss term. Lrec is the MSE loss to keep reconstruction qual-
ity, while Lpanel and Lstitch proposed in [26] to ensure the
integrity of the garments.

After training, the sewing pattern representation F can
be efficiently compressed into a bounded and compact latent
space without compromising important information. More-
over, to facilitate the learning of generation models, each
dimension of the latent is evenly distributed within the co-
ordinates {−1,−0.5, 0, 0.5, 1} by setting n = 2 in Eq. (2).

3.4. Multimodal Conditions of Diffusion Model
Inspired by the great power of controlled generation in the
diffusion model, we employ latent diffusion [51] as our gen-
eration model. Our generation model is based on the DiT
architecture [10, 45], which is scalable to different sizes of
sewing patterns. To balance multi-modal conditions and fa-
cilitate future conditional scalability, we design a two-step
training strategy: 1) In the first step, we train the latent dif-
fusion model with IDDPM loss [44] only under the text
guidance extracted by T5 tokenizer [50]; 2) In the second
step, we embed the knowledge of body shapes and garment
sketches into the diffusion model for detailed control and
body-suited garment generation, as depicted in Fig. 4.
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Figure 4. Multimodal latent diffusion model. After training the text-guided diffusion model, we fuse the features of sketches and body
shapes and normalize them into the diffusion model, with fine-tuning minimal parameters of the diffusion model. The trained network
parameters are depicted in orange, while the frozen parameters are shown in purple. The output latent is then quantized into a designed
latent space and serves as the input of the decoder to yield all edge lines. Edge lines connect from beginning to end to form panels, placed
on the corresponding body regions. Finally, we can get suited garments through the modern CG pipeline.

The text-guided latent diffusion model serves as a fun-
damental model for extensive multi-modal conditions injec-
tion. For the injection of body shapes and garment sketches,
a naive idea is to inject them through two ControlNet [67]
branches. While sketches will change along with body
shape, e.g., sketches will get wider when bodies grow fat-
ter. We propose to first use embedders to extract the fea-
ture from sketches and body shapes, and then simply con-
catenate them together, and input it into a light transformer
layer. During the light transformer layer, the features of
sketches and body shapes can be thoroughly fused and get
the relation between each other through self-attention mod-
ules and output as Fbs. Then we normalize mean µbs and
variance σbs of Fbs into the same mean µz and variance σz

with the latent features Fz and add them together during the
middle block of the diffusion model.

F̂z =
(Fbs − µbs)× σbs

σz + ϵ
+ µz + Fz, (4)

where ϵ is a small constant for numerical stability. After
the normalization, we assume the new F̂z is similar to Fz ,
which does not need to retrain the whole diffusion model
in the second stage. We only fine-tune the output layer of
the attention modules in each DiT block to transform the
normalized features into the desired distribution. After two-
stage training, our generation model can precisely follow
the text guidance and sketches under various human shapes,
enabling more body-suited and detailed controlled garment
generation for individuals.

4. Experiments
4.1. Experiment Setup
Dataset. To train a generation model under the condition of
texts or sketches, it is essential to acquire the correspond-
ing paired data. We extend the current dataset [28] with
additional textual annotations and garment sketches. The
dataset [28] consists of 120,000 sewing patterns, covering a
variety of clothing styles for different body types. Sewing
patterns in [28] consider the relationship between various
body shapes and garments, resulting in garments that are
well-tailored to individual body types. Building on [28],
we annotate each garment with text prompts according to
its design parameters file, resulting in detailed text annota-
tions. However, relying solely on textual descriptions may
not precisely dictate garment shapes, potentially yielding
undesirable outputs. To enhance control over the gener-
ation, we propose to generate more rich annotations like
sketches. For each garment, we utilize PiDiNet [54], a pre-
trained edge detection network, to extract garment sketches,
thereby enriching the design details of the garment.
Implementation Details. We train our model on 4 RTX
A6000 GPUs with 48G memory, where the auto-encoder
requires 12 hours for training. The hyperparameters for
training the auto-encoder, λ1, λ2, λ3, λ4 are set as 5, 1, 1, 1.
Training the text-guided latent diffusion model takes 2 days
in the first stage, and training the multi-modal conditions
requires an additional 10 hours to reach convergence in the
second stage. During the second stage, the sketch or text
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Figure 5. Comparison with 3D mesh generation method. We
present the garments and draping results for each method. Our
method successfully generates modern design garments with re-
markable visual quality and close fitting to various body shapes.
In contrast, Wonder3D [35] and RichDreamer [48] only gener-
ate close-surface meshes and contain obvious artifacts, resulting
in human bodies clipping through the garments.

conditions are set to zero with a probability of 0.25 to en-
sure the model retains the capability to generate desired gar-
ments based on a single input condition.

4.2. Qualitative Comparison
We conduct qualitative comparisons with SOTA mesh gen-
eration methods and sewing pattern generation methods,
respectively, to demonstrate our CG-friendly and superior
generation results for various body shapes.
Comparison on 3D Mesh Generation Methods. We
compare our SewingLDM with the current SOTA 3D
mesh generation methods, i.e., Wonder3D [35] and Rich-
Dreamer [48] with the same text prompts containing both
the geometry and texture information. Note that, Rich-
Dreamer [48] is an image-guided generation method; thus,
we feed the sketches and text prompts to ControlNet [67]
with Stable Diffusion [51] to generate corresponding im-
ages. As the qualitative comparisons shown in Fig. 5,
Wonder3D and RichDreamer can both generate garments
aligned with text prompts. However, both of them are close-
surface meshes and do not consider human body shapes, re-

RichDreamer Wonder3D Sewformer Dresscode Ours

Runtime ↓ ∼ 4 mins ∼ 4 hours ∼ 3 mins ∼ 3 mins ∼ 3 mins
Clothes-to-body

Distance ↓ 6.19 cm 6.54 cm 5.45 cm 3.69 cm 2.20 cm

Users Values ↑ 1.89 1.88 2.10 3.56 4.60

Table 1. Quantitative Comparison. We compare the generation
efficiency and the average clothes-to-body distance. Further, we
conduct a comprehensive user study to judge the superiority of dif-
ferent methods. All metrics show our method generation superior
results than other methods.

sulting in obvious clipping when draping on human bodies.
In contrast, our method generates sewing patterns for var-
ious human bodies through two-stage training, which are
easy to drape on human bodies and maintain the physical
properties of clothing with fantastic clothes wrinkles. The
results show that our garments are all well-fitted with com-
plex geometry and aligned with the conditions.
Comparison of Sewing Pattern Generation Methods.
We also compare our method with current SOTA sewing
pattern generation methods, i.e., DressCode [20] and Sew-
former [33]. DressCode and our SewingLDM are fed
with the same text descriptions, and we use ControlNet
to generate the corresponding images as the input of Sew-
former [33]. Additionally, the sketches used to generate im-
ages are utilized in our SewingLDM. Furthermore, the gen-
erative sewing patterns are draped onto two different body
shapes to validate the effectiveness of body-aware garment
generation. As illustrated in Fig. 6, both Sewformer and
DressCode fail to generate textual-aligned garments due to
the complex garment descriptions. Moreover, they can not
be worn to diverse body shapes, sliding from the body or
just failing to simulate the results. In contrast, our method
can generate complex sewing patterns, e.g., mermaid skirt
hem, one-shoulder gown, and circle neckline, and fit to var-
ious body shapes, which provides a more user-friendly ap-
proach to getting the desired made-to-measure garments.
The results demonstrate the superiority of our method in
complex garment design and various body adaptability.

4.3. Quantitative Comparison
Besides qualitative comparisons, we also perform quantita-
tive comparisons with these SOTA methods, evaluating as-
pects including generation efficiency, clothes-to-body dis-
tance, and user study. The clothes-to-body distance is to
indicate whether the clothes are close-fitted to body shapes
calculated by averaging the minimum distance from each
point in garments to human bodies. Besides, we also per-
form a user study to further assess the quality of garment
generation. We take 10 text prompts to generate diverse
garments and render the generated results draping on dif-
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mermaid skirt, 
ankle length, 
flared hem

one shoulder 
evening gown, 
ankle length

T-shirt, circle
neckline; 
high-waisted 
trousers

Fail! Fail!

Fail!

Sewformer DressCode Ours

Figure 6. Comparison of sewing pattern generation for various body shapes. For each method, we present corresponding conditions
and generated results, including sewing patterns, draping results on average body shape, and draping results on another body shape. Our
method can generate complicated sewing patterns aligned with sketch conditions and text prompts, draping on various body shapes. In
contrast, Sewformer [33] and DressCode [20] both fail to generate complex and body-suited garments.

ferent body shapes for each method. Then we ask 30 users
to give a value of these rendering results with comprehen-
sive consideration for two aspects: 1) consistency with text
descriptions; and 2) well-fitting with human bodies. As il-
lustrated in Tab. 1, the preference results demonstrate a no-
table superiority of our method over SOTA approaches in
both aspects, highlighting in generating garments that are
both well-suited to various bodies and exhibit high fidelity
aligned with text descriptions.

4.4. Ablation Study
Sewing Pattern Compression. To maintain the reconstruc-
tion ability and dense compression of sewing patterns in
the meantime, we have explored numerous parameters for
the compression network, as shown in Tab. 2. We mea-
sure the reconstruction ability, generation ability, clothes-
to-body distance, and codebook usage under different set-
tings. The codebook usage is calculated by the number of
used latent NU dividing the latent number in latent space
NL as follows:

codebook usage =
NU

NL
=

NU

(2n+ 1)
nf

, (5)

where n is an integer in pre-defined Eq. (2) for quantiza-
tion, nf is the last dimension length of latent. As illustrated
in Tab. 2, without compression or lower compression, the
latent space is inappropriate for the generation model to

Compression shape w/o
compression

256*32
n=32

256*12
n=8

256*8
n=2

256*6
n=2

256*4
n=2

Reconstruction ✓ ✓ ✓ ✓ ✓ ×
Generation × × × ✓ ✓ -

Clothes-to-body
Distance ↓ - - - 2.87 cm 2.20 cm -

Codebook usage - 0% 0% 91% 100% -

Table 2. Different Compression. We try different compression
shapes for the latent and set the different values of n. ✓means it
can well do this task, while × means it fails in this task.

learn the distribution of latent. In contrast, with compact
latent space, the latent is fully utilized, resulting in a well-
generation ability and various body adaptability.
Multi-modal Controllable Generation. In the context of
injecting body shape and garment sketch conditions, we
perform ablation studies on the optimized parameters of
the output layers across different attention modules, i.e.,
both self-attention and cross-attention, self-attention only,
and cross-attention only. By default, we inject the addi-
tional condition after the first transformer block. More-
over, we investigate the impact of different injection posi-
tions, specifically after block 5, block 10, block 15, and
block 20, as illustrated in Fig. 7. Notably, optimizing
in both attention results in more desired circle necklines
than only optimizing in cross-attention and is better aligned
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Figure 7. Abalation of the multi-modal condition. We have taken an ablation experiment on the training parameters of the output layer
in different attention modules. We also explore the relationship between results and injection positions.

Figure 8. Use case. We present a example for an extremely com-
plex sewing pattern generation. With the generated sewing pattern,
we can easily paint the UV to produce visually appealing results.

with sketches compared with only training output layers
in self-attention, which fails to generate the desired neck-
line and sleeves. This shows that the additional condi-
tional can closely resemble the latent features, which needs
more learning across text prompts and the latent, rather than
within the latent alone. Consequently, during the ablation
study on injection positions, we fine-tune the output layers
of both attention for better results. We observe that as the
layer depth increases, the garment gradually loses key com-
ponents, e.g., sleeves or waistband, resulting in unable drap-
ing on the human body. In contrast, injecting the condition
at shallower layers facilitates better fusion of the additional
condition with the combined latent feature, leading to more
accurate results. In summary, we train the output layers of
both attention and inject the additional condition after block
0, which yields optimal results.

4.5. Use Case
Our SewingLDM is capable of generating intricately de-
tailed clothing, meeting the current artistic demands for gar-
ment design across a wide range of styles, significantly ad-

Figure 9. Limitations. For intricate sketches, such as bridal gowns
or additional accessories like pockets and zippers, our method may
fail to generate the desired garments.

vancing fashion garment design, and supporting everyday
users in obtaining apparel tailored precisely to their needs.
To demonstrate our superiority in garment generation, we
present an extremely complex example of a sewing pattern
in Fig. 8. With the detailed textual description and garment
sketch, our method faithfully generates the complex sewing
pattern, e.g., skirt band cuff, hood, and godets, which sig-
nificantly helps the artist in creating fantastic texture in UV
space, e.g., laces, leather pants, and hat brim.

5. Conclusion and Limitations
In conclusion, our SewingLDM can generate complex
sewing patterns under the condition of text prompts, gar-
ment sketches, and body shapes. We propose an enhanced
vector representation of sewing patterns and compress them
into a bounded and compact latent space for more general-
ized garment designs and facilitating training of the diffu-
sion model. To accommodate multi-modal conditioning and
future conditions, we introduce a two-step training strategy.
We first train a latent diffusion model only conditioned by
text prompts. Subsequently, we incorporate the condition of
garment sketches and body shapes by optimizing the out-
put layers of the attention modules while maintaining the
responsiveness to text-based guidance. Finally, our genera-
tion model can conditioned by multi-modal input, resulting
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in body-suited generation and detailed control of garments.
Despite the promising results, our method still has sev-

eral limitations that should be addressed in future work, as
illustrated in Fig. 9. The major limitation is that our method
encounters challenges with certain modern designs, e.g.,
zippers, and pockets. Another limitation is that it occasion-
ally struggles with aligning complex sketches of intricate
garments. Our further work aims to explore comprehensive
representations of daily garments and expand the range of
conditions applicable during the generation process.
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Multimodal Latent Diffusion Model for Complex Sewing Pattern Generation

Supplementary Material

In this supplementary document, we first provide com-
prehensive details of complex sewing patterns (Sec. 6).
Afterward, we compare with the parametric method [27],
which needs a delicate selection of values and professional
knowledge of garment designs (Sec. 7). To substantiate the
efficacy of our two-step training strategy, we perform an
ablation study on the training strategy compared with the
one-step training strategy (Sec. 8). Additionally, we provide
examples of our user study, which ensure a fair and objec-
tive evaluation of our method compared to others (Sec. 9).
We further include examples of generated garments that
demonstrate the robustness and generative capabilities of
our method across various body types (Sec. 10). We also
provide a supplementary video demonstrating that our gen-
erated garments can be directly used in CG pipelines for
animation production, showcasing high-fidelity simulation
of cloth collisions and wrinkle formation. The garment vi-
sualization results are rendered using a camera that follows
a circular trajectory, effectively emphasizing the superior fit
of garments to body shape compared to other methods. The
code of SewingLDM will be released publicly.

6. Representation Details

The binary concrete representations of different edge types,
attachment types, and stitches are depicted in Fig. 10 along-
side their corresponding annotations. For edges, in addi-
tion to the vector Vi,j representing from the start point to
the endpoint, the cubic line employs the control parameters
Cb

i,j ∈ R4 to define two control points (x1, y1) and (x2, y2)
in the 2D coordinate. The circle line uses additional control
parameters Cr

i,j ∈ R3, which specify the radius r and four
rotations with two binary flags, including the counterclock-
wise acute angle ([0, 0]), the clockwise acute angle ([0, 1]),
the counterclockwise reflex angle ([1, 0]), and the clockwise
reflex angle ([1, 1]). Furthermore, edge types are denoted as
follows: Et

i,j = [0, 0] for the straight line, Et
i,j = [0, 1]

for the quadratic line, Et
i,j = [0, 0] for the cubic line, and

Et
i,j = [1, 1] for the circle line. The attachments are vi-

sually distinguished by highlighting the associated edges in
red and annotating them with the name and value of Ai,j .
Edges without attachment are not highlighted and use the
default value of Ai,j = [0, 0, 0]. There are six kinds of at-
tachment types, i.e., lower interface ([0, 0, 1]), right collar
([0, 1, 0]), left collar ([0, 1, 1]), strapless top ([1, 0, 0]), right
armhole ([1, 1, 0]), and left armhole ([1, 0, 1]). For reversal
stitch {M ′

i,j,2 ∈ {0, 1}}, 0 means the stitch direction does
not need reversal, while 1 means the stitch direction needs
to be reversed. With the detailed representation of sewing

Figure 10. Representation details. We present various kinds of
edges, attachments, and stitches with detailed annotations.

Figure 11. Comparison with parametric method. We present
the garments and draping results for our SewingLDM and para-
metric method GarmentCode [27]. GarmentCode needs a delicate
selection of values. In contrast, our method can generate garments
under intuitive conditions like natural language or sketches, which
provide an easier way for garment generation.

patterns, users can convert the sewing patterns into vector
representations as the input of neural networks.

7. Comparison with Parametric Method

Except for generation methods, GarmentCode [27] allows
users to model complex garments by selecting different
parameters and producing desired sewing patterns. How-
ever, selecting various parameters is not intuitive, and needs
professional knowledge of garment design, limiting its

1



Figure 12. Ablation on the training strategy. One-step training
shows an unbalance between the multi-modal conditions, failing
under only the sketch. In contrast, two-step training helps to faith-
fully generate the ideal garments with only sketch conditions.

widespread promotion. To enable the production of the de-
sired sewing patterns through users’ prompts, an easy way
is to leverage the powerful ability of the large language
model, like GPT4 [1]. We simply ask GPT4 to generate
various values between 0 to 1 to satisfy the sewing pattern
designs of [27], as illustrated in Fig. 11. With the designed
prompt, GPT4 can truly provide instructions for garment
design. However, most of the generated values are not con-
cerned with garment shape in GarmentCode [27] and still
require professional knowledge of garment designs and pre-
defined templates. In summary, GarmentCode [27] needs
indispensable manual processing to produce the desired gar-
ments. In contrast, our SewingLDM can generate the de-
sired garment through more intuitive conditions, i.e., text
prompts and sketches, providing easier tools for garment
designs and boosting daily garment production.

8. One-step Training v.s Two-step Training

We additionally take an ablation study on the training strat-
egy. One-step training is unable to balance the multi-
modal conditions, so that fails to generate the correspond-
ing garment through only the sketch condition. As shown
in Fig. 12, the generated garment loses its midi-length pen-
cil skirt, failing to generate the desired garment. In con-
trast, the model under two-step training can faithfully gen-
erate the corresponding garment with the sketch only, which
contains both the sleeveless fitted shirt and the correspond-
ing midi-length pencil skirt. Therefore, two-step training
can more effectively inject the sketch conditions into the
diffusion model and provide additional control of garment
designs, enabling wider usage of our SewingLDM. More-
over, combined with full conditions of text and sketch,
SewingLDM can provide more precise control on desired

Figure 13. User study examples. We present 3 user study exam-
ples with random shuffled results.

garment generations, meeting users’ requirements.

9. User Study Details
To ensure a fair and objective evaluation of our method
compared to other methods, we randomly shuffle the results
generated by different methods. Each result is paired with a
corresponding textual description, and volunteers are asked
to rate the results with a score of 1− 5 based on the consis-
tency between the results and the texts, as well as the fitness
between the clothes and the human bodies. Additionally,
we provide 3 supplementary examples as shown in Fig. 13.

10. Qualitative Results
We additionally provide garments tailored to a wide range
of body shapes, spanning variations such as short to tall and
slim to broad. As illustrated in Fig. 14, our approach en-
ables the creation of garments specifically adapted to dif-
ferent body types. Furthermore, the simulated garments are
enriched with physically based rendering (PBR) textures,
either generated by DressCode or designed using the Sub-
stance 3D Painter software [2], culminating in visually com-
pelling garment representations as shown in Fig. 15.
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Figure 14. Additional results for various body shapes. We present identical garment designs tailored for two distinct body types,
encompassing a spectrum of heights and body compositions, to demonstrate the effectiveness of our SewingLDM across diverse bodies.
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Figure 15. Additional qualitative results. By integrating Physically Based Rendering (PBR) textures, our generated outputs achieve
visually compelling rendering effects, particularly for a wide range of intricate garment designs.
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